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ABSTRACT

The accurate interpretation of experiments with matter at extreme densities and pressures is a notoriously difficult challenge. In a recent
work [Dornheim et al., Nat. Commun. 13, 7911 (2022)], we have introduced a formally exact methodology that allows extracting the
temperature of arbitrary complex materials without any model assumptions or simulations. Here, we provide a more detailed introduction to
this approach and analyze the impact of experimental noise on the extracted temperatures. In particular, we extensively apply our method
both to synthetic scattering data and to previous experimental measurements over a broad range of temperatures and wave numbers. We
expect that our approach will be of high interest to a gamut of applications, including inertial confinement fusion, laboratory astrophysics,
and the compilation of highly accurate equation-of-state databases.

VC 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0139560

I. INTRODUCTION

Over the last few decades, there has been a surge of interest in the
properties of matter at extreme conditions.1 The phase space represent-
ing temperatures of T � 104–108 K and pressures of P � 1–104 Mbar
is called warm dense matter (WDM), which is ubiquitous throughout
our universe and occurs in a variety of astrophysical objects such as
giant planet interiors2–6 and brown dwarfs.7,8 In addition, WDM plays
an important role in a number of cutting-edge technological applica-
tions. For example, the fuel capsule in an inertial confinement fusion
experiment9,10 traverses the WDM regime on its pathway toward
nuclear fusion.11 Other practical applications include the discovery of
novel materials12–14 and hot-electron chemistry.15

In the laboratory, WDM is generated at large research facilities
using a number of techniques, see, e.g., the topical overview by Falk.16

However, the central obstacle is the rigorous interpretation of the
experiment because basic parameters such as the temperature cannot
be directly measured. In this situation, the x-ray Thomson scattering

(XRTS) approach17 has emerged as a highly useful method. More spe-
cifically, it has become common practice to fit an experimentally
observed XRTS signal with a theoretical model to infer system param-

eters such as the temperature.18–20Unfortunately, the rigorous theoret-
ical description of WDM is notoriously difficult.21–23 In practice,
however, uncontrolled approximations, such as the artificial decompo-

sition into bound and free electrons (the cornerstone for Chihara’s
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famous approach19,24), remain widely used. Consequently, the actual
interpretation of an experiment might strongly depend on a particular
model, which limits the accuracy of equation of state (EoS) tables20

and other observations.
To overcome this unsatisfactory situation, we have recently intro-

duced a new methodology, referred to as imaginary-time correlation
function thermometry (ITCFT),25 which extracts the temperature
from a given XRTS signal directly, without the need for any theoretical
models or simulations. In particular, we have proposed to compute
the two-sided Laplace transform [Eq. (16)] of the measured intensity,
which has a number of key advantages: (1) the impact of the instru-
ment function can be completely removed, without the need for a
numerically unstable explicit deconvolution, (2) the method is very
robust with respect to noise in the experimental data, and (3) the tem-
perature can be measured for arbitrary complex materials without the-
oretical constraints. The high practical value of this new approach has
been demonstrated in Ref. 25 by reevaluating the XRTS measurements
of warm dense beryllium by Glenzer et al.,26 aluminum by Sperling
et al.,27 and graphite by Kraus et al.18

In the present work, we provide a more detailed introduction to
the ITCFT method, including a comprehensive discussion of the under-
lying theoretical framework. In addition, we present an extensive analy-
sis of synthetic XRTS data over a broad range of temperatures and wave
numbers. This allows us to clearly delineate the limitations of this
approach and to rigorously predict the required experimental specifica-
tions to resolve a given plasma temperature. Finally, we systematically
investigate the impact of random noise in the experimentally measured
intensity and present an empirical procedure for the quantification of
the uncertainty in the temperature extracted using ITCFT.

In addition to its direct value as a diagnostic for WDM, we note
that the Laplace domain of the dynamic structure factor has a clear
physical interpretation as an imaginary-time correlation func-
tion.23,28,29 The latter naturally emerges in Feynman’s path integral
formulation of statistical mechanics30,31 and measures the decay of
electron–electron correlations along the imaginary-time axis
s 2 ½0; �hb�, where b ¼ 1=kBT is the inverse thermal energy. More
details on imaginary-time correlation functions have been presented
in Refs. 28 and 29. We note that the imaginary-time domain contains
the same information as the usual frequency representation. In fact,
both representations are complementary and tend to emphasize differ-
ent aspects of the same information about a given system.28 Therefore,
our approach has the potential to give novel insights beyond the tem-
perature, such as the excitation energy of quasi-particles or physical
effects like the exchange–correlation induced alignment of pairs of
electrons at metallic densities.32

This paper is organized as follows. In Sec. II, we introduce the the-
oretical basis for the ITCFT technique, including a brief discussion of
XRTS (Sec. II B), the extraction of the temperature in the Laplace
domain (Sec. IID), its connection to imaginary-time correlation func-
tions,33,34 and some practical remarks on the convergence with respect
to the experimentally observed frequency range (Sec. II E). Section III is
devoted to the analysis of synthetic data and is followed by a new frame-
work for the study of the impact of random noise provided in Sec. IV.
In Sec. V, we reanalyze the aforementioned experiments by Kraus
et al.18 and Glenzer et al.26 and, thereby, complement the earlier analysis
in Ref. 25 by quantifying the given uncertainties in different properties.
The paper is concluded with a summary and an outlook in Sec. VI.

II. THEORY

A. Characteristic parameters and system of units

Unless explicitly specified otherwise, we consider Hartree atomic
units (HAU) throughout this paper, i.e., energies, distances, charges,
and masses are given in units of the Hartree energy EHa ¼ �h2=a2Bme,
the Bohr radius aB, the elementary charge e, and the electron massme.
From a theoretical perspective, the WDM regime is conveniently char-
acterized by two parameters that are both of the order of unity:35 (1)
the Brueckner parameter rs ¼ Ree=aB, where Ree ¼ ð3=4pneÞ

1=3 and
ne are, respectively, the Wigner–Seitz radius and the number density
of the electrons, and (2) the degeneracy parameter H ¼ kBT=EF with
EF denoting the Fermi energy. The latter is connected to the Fermi
wave number

qF ¼ ð3p2neÞ
1=3 ¼

9p

4r3s

� �1=3

(1)

via EF ¼ �h2q2F=2me. The plasma frequency is given by xpe ¼ e2ne=

�0me (¼ ð3=r3s Þ
1=2 in HAU). For completeness, we note that we

restrict ourselves to the fully unpolarized case with the same number

of spin-up and spin-down electrons, n"e ¼ n#e ¼ ne=2.
Typical parameters considered in this work are rs¼ 2 (electron

number density of n ¼ 2:01� 1029 m�3) and H¼ 1 (T ¼ 12:53 eV
¼ 145:4 kK).

B. X-ray Thomson scattering experiments

In spectrally resolved XRTS experiments17 (Fig. 1), a detector
instrument (usually a crystal spectrometer coupled to a CCD or micro-
channel plate) placed at some orientation relative to an incident
monochromatic source of probing x-ray photons measures in each
pixel an energy Epixel 2 ½Es; Es þ DE� over the source duration:

Epixel ¼

ðtprobe

0

dt

ððEsþDEÞ=�h

Es=�h

dxs
@Ps
@xs

�
DE

�h

ð

dt
@Ps
@xs

�

�

�

�

�hxs¼EsþDE=2

: (2)

FIG. 1. Sketch of a typical WDM experimental setup. The sample is compressed
using a powerful long-pulse laser (“Driver” from top and bottom). The diagnostics is
provided by a highly brilliant x-ray beam (“XFEL” from the left) with a variable delay
time relative to the drive laser. A number of detectors is placed at different scatter-
ing angles h behind the target to record the scattering signal.
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In Eq. (2), Es ¼ �hxs is the energy of the scattered x rays, DE is the
energy range associated with the pixel as determined by the properties
(crystal orientation and dispersion relation, etc.) of the experimental
apparatus, and @Ps=@xs is the scattered power per unit frequency as
seen by the detector. The meaning of the approximation in Eq. (2) is
that the differential scattered power is treated as constant over each
pixel and, thus, is evaluated at the mid-point frequency of the energy
interval.

1. Differential scattered power spectrum

As discussed by Fortmann et al.,36 the differential scattered power
spectrum can be written in terms of a more general, higher-order dif-
ferential quantity,

@Ps
@xs

¼

ð

dV

ð

dX
@3Ps

@V@X@xs

¼

ð

dV

ð

dX I0 ne
@2~r

@X@xs

� �

: (3)

In the above, I0 is the intensity of the incident x rays, ne is the mean
electron number density in the volume element dV, and @2~r=@X@xs

is the double-differential generalized scattering cross section per unit
solid angle, per unit frequency (see the discussion in Appendix A). For
an interacting many-electron system, in which relativistic effects can
be neglected, the latter can be written37

@2~r

@X@xs
¼

xs

x0

@~r

@X

�

�

�

�

T

Sðq;xÞ (4)

in terms of the differential Thomson cross section with respect to the
solid angle @~r=@XjT and the total electron–electron dynamic struc-
ture factor (DSF), Sðq;xÞ.

The DSF encodes all the information on spatiotemporal correla-
tions between the electrons and is sensitive to the thermodynamic state
of the system via different processes depending on the degree of collec-
tivity exhibited by the electrons.38 The latter is typically assessed by
comparing the length scale probed by the radiation (roughly 1=q) and
a screening length kscr, i.e.,

a ¼
1

qkscr
; (5)

commonly referred to as the “scattering parameter.”39 For states with
a � 1, the shape of the bulk of the scattered spectrum, i.e., the compo-
nent traditionally thought of as being due to “free” electrons and is
most readily accessible to XRTS experiments, is determined by the dis-
tribution function along the direction of q. Thus, it is principally sensi-
tive to the electron temperature when H � 1 but gradually becomes
an indicator of the electron number density as well when quantum
degeneracy begins to manifest, i.e., for H� 1. The collective regime,
characterized by a � 1, instead shows distinct resonances in the spec-
trum as the energy transfer from the probe is in phase with collective
electronic density excitations, e.g., the plasmon mode. Here, the sensi-
tivity of the spectrum to the thermodynamic state becomes much
more complicated due to the competing roles of collisionless (Landau)
and collisional damping, and the resulting dispersion relations. As will
be discussed in this paper, one of the main strengths of the ITCFT
technique is that it works equally well, and with similar accuracy,

across a range of scattering parameters. We consider conditions and
wave number shifts that sample a wide range of values:
0:2 ðsingle-particleÞ < a < 3:4 ðcollectiveÞ.

2. Realistic restrictions for data analysis

If the x-ray source has close-to-uniform spatial and temporal
intensity profiles, the volume of plasma probed by the x rays is suffi-
ciently small (relative to its distance from both the source and detec-
tor) and is also reasonably homogeneous, and then the volume
integration in Eq. (3) can be ignored, and the solid angle integration
can be approximated by multiplying by the subtended solid angle ele-
ment dX. There are numerous approximate treatments of incorporat-
ing spatial inhomogeneity within the target,40–43 and the
incorporation of such effects into the present analysis framework
remains an important task for future works. The same is true for the
effect of k-blurring, which may be important for large sample volumes
in close proximity to a divergent x-ray source. Fortunately, both of
these considerations are usually negligible for XFEL experiments. A
dedicated discussion related to these restrictions is required and, thus,
shall not be addressed further here.

Assuming the foregoing conditions are, indeed, fulfilled, then the
power spectrum reduces to (see Appendix A)

@Ps
@xs

� I0 r
2
e Gðh;/Þ dX neVs

xs

x0

� �2

Sðq;xÞ ; (6)

where Vs is the volume of the plasma interrogated by the probe, as
seen from the position of the detector. The geometric term can be
written in the following simplified forms for the bulk of cases of
interest:39

Gðh;/Þ ¼
1� sin2h cos2/ : linearly polarizedð Þ;

1

2
ð1þ cos2hÞ : unpolarizedð Þ:

8

<

:

(7)

The shifts in the incident frequency and wave vector are given straight-
forwardly by energy and momentum conservation, i.e., x ¼ x0 � xs

and q ¼ q0 � qs (see the inset of vector triangle in Fig. 1). For any iso-
tropic distribution function, it is well known that the DSF depends
only on the magnitude of the wave vector shift, q ¼ jqj, which can be
obtained by straightforward application of the cosine formula,

q ¼ qfull ¼ q20 þ q2s � 2q0qs cos h
� �1=2

: (8)

Ignoring dispersion of the probing radiation in the target (a condition
universally satisfied for multi-keV x rays), one may reduce Eq. (8) to
the commonly used approximate form (see Appendix B)

q � qapprox ¼ 2q0 sin ðh=2Þ (9)

and correspondingly ignore the factor ðxs=x0Þ
2 � 1 in Eq. (6),

thereby reducing the scattered power spectrum to a single dynamic
term (the DSF). The robustness of this approximation plays an impor-
tant role in the basis of the novel diagnostic method discussed in this
paper.

To emphasize this point, Fig. 2 shows the percentage difference
between the full (8) and approximate (9) forms of the wave number q
as a function of scattered energy Es and scattering angle h for the
example of the collective scattering data taken by Glenzer et al.26
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Clearly, the approximate expression (9) is well-fulfilled over the entire
dynamic range of the experiment (<61% within the central region
bounded by the vertical thin black lines). Similar results are found for all
other cases considered. Despite the nonlinearity of the physics governing
the response of the plasma to the probing radiation (e.g., the Landau
damping rate of plasmons38) with respect to q, the small differences
between the full and approximate forms of q will have a negligible
impact on the shape of the scattered power spectrum. Nevertheless, a
correction factor based on a first-order Taylor expansion of the full
form of the wave number shift, q1st order ¼ qapproxð1� x=2xiÞ, could
be incorporated for more accurate results; this will be considered in
future work. In contrast to the results for XRTS, however, it should be
noted that this approximation often does not hold for low-energy
probes (particularly for the visible-wavelength lasers used in optical
Thomson scattering to probe samples with the plasmon frequency being
only slightly lower than the laser frequency, e.g., see Refs. 44–46), mean-
ing that our diagnostic is currently limited to analyzing XRTS experi-
ments; examination of possible extensions of ITCFT to cases with low-
energy probes will be considered in detail in future works.

3. X-ray source profile and detector response

Finally, the spectral bandwidth and features of the x-ray source,
be it either a relatively narrow, single sharp peak, such as those pro-
duced by XFELs,47–49 or the more structured emission typical of ther-
mal line emission from hot plasmas,50,51 can be accommodated by
convolving the scattered power spectrum with both the source func-
tion RðxÞ and the response function of the detector DðxÞ. In practice,
only information of the convolution RðxÞ ¼ RðxÞ~DðxÞ [see also
Eq. (10)] can be known, e.g., by performing a source characterization
experiment. With the foregoing considerations and in the absence of
an absolutely calibrated detector, one may dispense with all the

contributions to @Ps=@xs other than the remaining dynamic terms,
working instead with a reduced intensity,

Iðq;xÞ ¼ Sðq;xÞ~RðxÞ

¼

ð1

�1

dx0 Sðq;x0ÞR x0 � xð Þ: (10)

Consequently, in a realistic XRTS experiment, wherein the probe
has some finite bandwidth and/or spectral structure, the energy
received by the detector on each pixel can be approximately reduced
from Eq. (2) to

Epixel � A
DE

�h

ðtpulse

0

dt Iðq;xÞj�hx0
s¼EsþDE=2 ; (11)

where the factor A represents all the remaining factors that contribute
to the magnitude of the energy in the pixel not included in the reduced
intensity Iðq;xÞ. Finally, if the state of the plasma under study evolves
slowly compared to the duration of the x-ray probe, then the integra-
tion over time reduces to multiplying by tprobe and one finds

Epixel / Iðq;x0 � x0
sÞ ; (12)

wherex0
s is the frequency associated with the characteristic energy dis-

criminated by the pixel. From Eq. (12), and since it is extremely rare
for the detectors used in XRTS experiments to be absolutely calibrated,
it suffices to describe the measured intensity spectrum solely in terms
of the reduced intensity Eq. (10).

C. Dynamic structure factor

A very general and convenient definition of the DSF is obtained
from the Fourier transform of the microscopic density–density auto-
correlation function,

FIG. 2. (a) Contour map of the percentage difference of the full and approximate forms of the wave number shift as a function of scattered energy and scattering angle. This
example shows the plasmon scattering data of Glenzer et al.26 using x rays produced by Cl Ly-a line emission at E0 ¼ 2:96 keV. The thin vertical black lines denote the
approximate dynamic range of the data. The three dashed horizontal lines at scattering angles of 25	; 40	, and 55	 correspond to the minimum, mean, and maximum angles
observed by the detector (the mean angle of 40	 dominates the scattering intensity). (b) Slices through the contour map at the three scattering angles of interest (red, blue,
and green solid curves). The first-order (linear in scattered energy) contribution to the Taylor expansion of the full wave number shift is shown by the black dashed curve. In
this panel, the background-subtracted experimental data of Glenzer et al. are plotted on the right-hand axis (noisy, pale blue curve). It is clear that within the dynamic range of
the data, the approximate form of the wave number shift is accurate to within 1%.
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Sðq;xÞ ¼ F Fðq; tÞ½ �

¼

ð1

�1

dt eixtFðq; tÞ: (13)

The latter is also known as the intermediate scattering function (ISF)
in the literature17 and is given by

Fðq; tÞ ¼ hn̂ðq; tÞn̂ð�q; 0Þi (14)

with n̂ðq; tÞ being the density operator (expressed here in reciprocal
space) at time t. We note that h
 
 
i denotes a thermodynamic expecta-
tion value.

In thermodynamic equilibrium, the Hamiltonian Ĥ does not
explicitly depend on t, and the DSF obeys a detailed balance relation
between positive and negative frequency shifts,52

Sðq;�xÞ ¼ e�b�hxSðq;xÞ : (15)

Equation (15) implies that a scattered photon can either lose [Sðq;xÞ]
or gain [Sðq;�xÞ] the amount of energy DEðxÞ ¼ �hx, and the ratio
of the respective probabilities is given by the statistical factor of e�b�hx.
In the ground state, an energy gain is not possible leading to Sðq;x
< 0Þ ! 0 as b ! 1. In principle, Eq. (15) would directly allow one
to extract the temperature from a given Sðq;xÞ if it includes both pos-
itive and negative frequencies. In particular, it has the considerable
advantage that no theoretical model for Sðq;xÞ is required, and the
corresponding analysis would be exact. Yet, the convolved XRTS
intensity [Eq. (10)] does not fulfill Eq. (15). Moreover, the deconvolu-
tion of the intensity to obtain the actual DSF is, in general, rendered
highly unstable by the noise in the experimental signal and is, there-
fore, not readily realizable in most cases. Although an approximate uti-
lization of the detailed balance relation might still be possible in some
cases,53 its key advantages, being (a) exact and model-free and (b) gen-
erally applicable, cannot be leveraged.

As a consequence of the foregoing restrictions, the de facto proce-
dure for inferring the temperature (as well as a host of other system
parameters, such as the electron number density ne or ionization
degree hZi) from experimental XRTS data has become:17–19 (1) con-
struct a suitable model Smodel½T�ðq;xÞ for the DSF, (2) perform the
convolution with the function RðxÞ, and (3) compare it to the experi-
mentally measured intensity Iðq;xÞ, typically, within a nonlinear
regression framework, such as Bayesian optimization.54 In this way,
the originally unknown parameters such as the temperature T are
effectively reconstructed from a fit to the XRTS signal. Naturally, this
approach strongly relies on the utilized model description for Sðq;xÞ,
which can substantially affect the obtained free parameters. For exam-
ple, Gregori et al.19 have suggested using the Chihara decomposition,24

where the total DSF is split into separate contributions from bound
electrons, free electrons, and transitions between the two. Yet, the
validity of this chemical picture is particularly questionable in the
WDM regime, where electrons can be weakly localized around the
ions.55

The present state-of-the-art appeals to the Kubo–Greenwood
(KG) formalism, based on eigenvalues and occupations of the
Kohn–Sham density functional theory56–58 for obtaining the dielectric
function in the optical limit. It can subsequently be extended to all wave
numbers in terms of the Mermin dielectric function, with the required
collision frequencies calculated from the KG dielectric function.59

Amore sophisticated alternative is the use of time-dependent den-
sity functional theory (TD-DFT) simulations,55,60,61 an in-principle
exact method for determining the quantum dynamics of electrons under
external time-dependent perturbations. TD-DFT presupposes neither
an artificial decomposition nor a continuation from the optical limit.
On the other hand, present implementations of TD-DFT rely on
approximations that might limit their utility under WDM conditions.
The development of more accurate exchange-correlation approxima-
tions beyond the adiabatic approximation is an active area of
research.62–72 Moreover, the considerable computational cost of TD-
DFT calculations makes them impracticable as a method for optimizing
over a wide range of parameters required for reproducing XRTS signals.
Currently, this rules out TD-DFT for on-the-fly interpretation of
experiments.

Finally, we note that, despite impressive recent progress, the reli-
able modeling of Sðq;xÞ using potentially more accurate methods
such as non-equilibrium Green functions73,74 or even exact path inte-
gral Monte Carlo methods75–77 is presently not feasible for realistic
WDM applications. Moreover, the inevitable systematic errors of less
accurate methods such as the Chihara decomposition are expected to
become more pronounced for complex materials, such as the ablator
coating of an ICF fuel capsule9 or complex mixtures of elements that
occur in planetary interiors.78

D. Temperature extraction in the Laplace domain

Let us next consider the two-sided Laplace transform of the
dynamic structure factor,

L Sðq;xÞ½ � ¼

ð1

�1

dx e�sx Sðq;xÞ

¼ Fðq; sÞ: (16)

In fact, Eq. (16) directly corresponds to the intermediate scattering
function [Eq. (14)] but evaluated at an imaginary-time s ¼ it, the val-
ues of which are in the range s 2 ½0; �hb� due to the periodicity of the
electron Green’s functions at non-zero temperatures on this interval.79

Thus, we write

Fðq; sÞ ¼ hn̂ðq; sÞn̂ð�q; 0Þi : (17)

Such imaginary-time correlation functions28,33 emerge naturally
within Feynman’s path integral picture of statistical mechanics30 and
give access to a wealth of linear75,80,81 and nonlinear33 response prop-
erties of a given system. In particular, Eq. (16) often constitutes the
starting point for an analytic continuation,82 where one tries to recon-
struct Sðq;xÞ based on highly accurate path integral Monte Carlo
data for the imaginary-time ISF Fðq; sÞ.

In the context of the present work, the main utility of Fðq; sÞ is
its symmetry in the imaginary-time domain about the special value,

s1=2 � �hb=2: (18)

This fundamental property follows on directly from inserting the
detailed balance relation [Eq. (15)] into Eq. (16) and using the symme-
try of the integrands to reduce the integration interval to positive fre-
quencies only, i.e.,

Fðq; sÞ ¼

ð1

0

dx Sðq;xÞ e�sx þ e�xð�hb�sÞ
� �

¼ Fðq; �hb� sÞ: (19)
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In practice, Fðq; sÞ has a unique minimum at s1=2 [cf. Fig. 3(b)], and,
thus, the location of this minimum directly determines the tempera-
ture of the system.

The final obstacle on the way toward the exact, model-free
extraction of the temperature from an XRTS measurement is then the
convolution with the instrument function RðxÞ, Eq. (10). It is easy to
see that the two-sided Laplace transform of the intensity,
L½Sðq;xÞ~RðxÞ�, does not obey the symmetry of Eq. (19).
Conveniently, this problem can be fully overcome by making use of
the well-known convolution theorem,

L Sðq;xÞ½ � ¼
L Sðq;xÞ~RðxÞ½ �

L RðxÞ½ �
: (20)

Naively, the direct evaluation of the LHS of Eq. (20) gives straightfor-
ward access to the temperature of any given system. Upon closer
inspection, however, it does require the explicit deconvolution of Eq.
(10), which is rendered numerically highly unstable by the noise in the
experimental signal. The evaluation of the enumerator of the RHS, on
the other hand, is very robust with respect to noise due to its definition
as an integral over the entire relevant frequency range. Moreover, the
impact of the instrument function is completely removed by the
denominatorL½RðxÞ�, which, too, can be evaluated without issue, pro-
vided its spectral profile decays sufficiently quickly for the Laplace
transform to converge. In other words, Eq. (20) directly implies that it
is possible to extract the exact temperature of a given system from an
XRTS measurement without the need for an explicit deconvolution
and, at the same time, without the bias due the broadening by the
instrument function.

E. Integration range and convergence

It is easy to see that the symmetry relation Eq. (19) holds for
any symmetric integration range, i.e., Fabðq; sÞ ¼ Fabðq; �hb� sÞ
with

Fabðq; sÞ ¼

ð�a

�b

dx Sðq;xÞe�sx þ

ðb

a

dx Sðq;xÞe�sx

¼

ðb

a

dx Sðq;xÞ e�sx þ e�xð�hb�sÞ
� �

: (21)

Therefore, deconvolved data for Sðq;xÞ would only be required on a
finite frequency interval for both positive and negative values of x. On
the other hand, the proof of the convolution theorem of the two-sided
Laplace transform explicitly requires the infinite integration range.
Yet, in an XRTS experiment, the intensity is measured in a finite fre-
quency rangex 2 ½xmin;xmax� with reasonable accuracy.

Hence, we define the symmetrically truncated Laplace transform
of the XRTS signal as

Lx Sðq;xÞ~RðxÞ½ � ¼

ðx

�x

dx e�sx Sðq;xÞ~RðxÞ
� �

(22)

with the corresponding truncated imaginary-time ISF

Fxðq; sÞ ¼
Lx Sðq;xÞ~RðxÞ½ �

L RðxÞ½ �
: (23)

Clearly, it holds

lim
x!1

Fxðq; sÞ ¼ Fðq; sÞ; (24)

and the convergence with respect to x can simply be checked in
practice.

III. RESULTS: SYNTHETIC DATA

In this section, we illustrate the utility of our new ITCFTmethod-
ology by performing synthetic data analysis. For this purpose, we gen-
erate synthetic scattering spectra based on the DSF of a uniform
electron gas model75,76,83 (see Appendix D for details) and a simple
model for the Rayleigh feature using a Gaussian function centered at
x¼ 0. For the electronic contribution, we take the DSF arising from a

FIG. 3. (a) Synthetic data of the (unconvolved) dynamic structure factor Sðq;xÞ at rs¼ 2 and H¼ 1 (T ¼ 12:53 eV) for different values of the wave number q ¼ jqj. (b)
Corresponding imaginary-time intermediate scattering functions Fðq; sÞ ¼ L½Sðq;xÞ�. We note the perfect symmetry around s1=2 (vertical dotted black line) for all q.
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neural-network representation of the static local field correction of the
uniform electron gas.80 The total DSF, therefore, has the following
form:

Sðq;xÞ ¼ SUEGðq;xÞ þ
e�x2=2g2

ffiffiffiffiffiffiffiffiffiffi

2pg2
p : (25)

In the above, g is the standard deviation of the Gaussian component.
In particular, the last term on the RHS becomes a delta distribution in
the limit of g ! 0. In practice, we use g ¼ xpe=100 for numerical
convenience.

Note that throughout this section, we plot all (synthetic and
experimental) data for the intensity as a function of the energy loss
�hx ¼ �hx0 � �hxs and not directly as a function of the scattered
energy �hxs. Therefore, the plots appear reflected compared to the
original reference material.18,26 However, we feel that this choice
gives the reader a more intuitive connection to the two-sided
Laplace transform Eq. (16), in general, and the role of the exponen-
tial factor e�sx, in particular, which are of central importance for the
current work.

A. Imaginary-time intermediate scattering function

To begin with, we compute the imaginary-time correlation
function from our simple DSF model (see Fig. 3) for relevant values
of the wave number q at the electronic Fermi temperature H¼ 1
(T ¼ 12:53 eV) and a metallic density of rs¼ 2. By design, all
DSFs exhibit the same sharp elastic feature around x¼ 0. The
yellow curve corresponding to a quarter of the Fermi wave number
q ¼ 0:25 qF exhibits a sharp plasmon peak around x ¼ 25 eV. Upon
increasing q, the plasmon is first broadened (green curve,
q ¼ 0:5 qF) and then disappears in a single broad inelastic curve at
q ¼ qF (red). Finally, the blue curve computed for a large wave num-
ber q ¼ 3 qF in the non-collective, single-particle regime exhibits a
broad Gaussian form, and its peak position increases parabolically
with q. Figure 3(b) shows the corresponding imaginary-time inter-
mediate scattering function Fðq; sÞ ¼ L½Sðq;xÞ�, i.e., the two-sided
Laplace transform of the DSF defined in Eq. (16). Evidently, the dif-
ferent curves substantially depend on the wave number, thereby
reflecting the transition from the collective regime q � qF to the
single-particle regime q � qF. This has been analyzed in detail in
the recent Ref. 29. At the same time, all curves are perfectly symmet-
ric around the same value of s1=2, as expected. Knowledge of the
DSF, therefore, clearly allows for a straightforward extraction of the
temperature for any value of the wave vector q without any physical
assumptions or models, provided that the system is close to thermo-
dynamic equilibrium.

We further illustrate the origin of this behavior by analyzing the
frequency-resolved contribution to Fðq; sÞ for q ¼ qF in Fig. 4. More
specifically, we plot Sðq;xÞe�sx for three different values of the
imaginary-time s. The red curve corresponds to s¼ 0, i.e., to the origi-
nal DSF that is also shown in Fig. 3(a). The green curve has been
obtained for s ¼ s1=2 ¼ �hb=2, at which Fðq; sÞ attains its minimum
value. Evidently, the corresponding curve is symmetric around x¼ 0.
This is a general property of the dynamic structure factor and can
directly be seen by inserting the detailed balance relation Eq. (15) into
the modified quantity Cðq;xÞ ¼ Sðq;xÞe�b�hx=2,

Cðq;xÞ ¼ e�b�hx=2Sðq;xÞ

¼ Sðq;�xÞeb�hxe�b�hx=2

¼ Sðq;�xÞeb�hx=2

¼ Cðq;�xÞ: (26)

The yellow curve has been obtained for s ¼ �hb and corresponds to
the original DSF but mirrored around x¼ 0. For completeness, we
also include a curve for s ¼ 2�hb, which has no physical equivalent in
Feynman’s imaginary-time path integral picture, but can be easily
computed from the two-sided Laplace transform Eq. (16). In this case,
the negative frequency range gets substantially enhanced by the expo-
nential factor, whereas, conversely, the positive frequency range gets
damped. In practice, the evaluation of Eq. (16) at such large values of s
would require high-quality data of the DSF at very low frequencies,
which is unrealistic at present. At the same time, we note that it is not
needed to locate the minimum and hence extract the temperature.

To conclude the analysis of the unconvolved DSF, we directly
consider the impact of the temperature on the DSF and its Laplace
transform. This is shown in Fig. 5 in the collective regime (q ¼ 0:5qF,
left column) and in the single-particle regime (q ¼ 3qF, right column).
In particular, Fig. 5(a) shows the DSF evaluated from the usual UEG
model at different values of the temperature; beware that the elastic
peak of the depicted synthetic model data does not depend on H. The
yellow curve has been obtained for H ¼ 0:25 (T ¼ 3:13 eV) and
exhibits sharp plasmon peaks around x ¼ 620 eV. Increasing the
temperature by a factor of two (H ¼ 0:5; T ¼ 6:26 eV) yields the
black curve where the impact of increasing thermal effects is twofold:
first, the DSF is broadened overall and decays more slowly for large
jxj; second, the plasmon is damped and shifted to significantly larger
frequencies both in the positive and negative frequency domains.

FIG. 4. Contribution to the two-sided Laplace transform L½Sðq;xÞ�; Sðq;xÞe�sx,
for synthetic data at rs¼ 2, H¼ 1 (T ¼ 12:53 eV), and q ¼ qF for selected values
of the imaginary-time s.
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We note that approximate models for this plasmon shift84 have been
used to determine the temperature in previous XRTS experiments.85

Increasing the temperature further to H¼ 1 (T ¼ 12:53 eV, green)
enhances both the broadening and the plasmon shift, until the plas-
mon is eventually damped out for H¼ 2 (T ¼ 25:06 eV, red) and
H¼ 4 (T ¼ 50:12 eV, blue).

The corresponding extraction of the temperature is illustrated in
Fig. 5(c), where we show the respective data for the imaginary-time
intermediate scattering function Fðq; sÞ ¼ L½Sðq;xÞ�; all curves are,
of course, symmetric about s1=2. For the lowest temperature, Fðq; sÞ is
very flat around the minimum, which might make the precise location
of the latter more difficult in the case of noisy input data. Yet, this does
not pose a fundamental obstacle and can easily be mitigated by consid-
ering the relation

Fðq; 0Þ ¼ Fðq; �hbÞ : (27)

In other words, we can look where the two-sided Laplace transform of
Sðq;xÞ attains the same value as for s¼ 0 as an alternative way to
determine b to circumvent potential problems associated with the
occurrence of a shallow minimum in Fðq; sÞ.

Let us next consider the temperature dependence of the DSF in
the non-collective regime, i.e., at q ¼ 3qF depicted in Fig. 5(b). In
this regime, all curves exhibit qualitatively similar broad peaks
around x ¼ 120 eV. The main impact of the temperature is given by
the substantially more slowly vanishing tails for large x for larger
values of H and the less pronounced intensities of the DSF at nega-
tive frequencies at lowH due to the detailed balance relation. In Fig.
5(d), we show the corresponding curves for Fðq; sÞ, which give the
same correct values for the (inverse) temperature as in Fig. 5(c).
Notably, the minimum in Fðq; sÞ at H ¼ 0:25 is even more shallow
than at q ¼ 0:5qF, which makes the usage of Eq. (27) even more
essential.

FIG. 5. Top row: Dynamic structure factor Sðq;xÞ computed from a UEG model [Eq. (25)] for rs¼ 2 and different values of the temperature parameter H (with
TF ¼ 12:53 eV) at (a) q ¼ 0:5qF (collective) and (b) q ¼ 3qF (single-particle). Bottom row [(c) and (d)]: Corresponding imaginary-time intermediate scattering functions
Fðq; sÞ ¼ L½Sðq;xÞ�. The respective minima at s ¼ s1=2 ¼ �hb=2 are indicated by the vertical dotted lines.
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B. Convolution with the instrument function

In Sec. III B, we have conclusively demonstrated that knowledge
of the dynamic structure factor Sðq;xÞ allows a straightforward
extraction of the temperature independent of the wave number regime
(collective vs single-particle) and without the need for any physical
models or simulations. Yet, in a real scattering experiment, we do not
have direct access to the DSF because the measured intensity Iðq;xÞ
is convolved with the instrument function RðxÞ as stated in Eq. (10).
We, therefore, analyze in detail the impact of the convolution on
extracting the temperature across the relevant range of wave numbers
q in Fig. 6.

The top row corresponds to the collective regime, where the
inelastic part of the deconvolved DSF [solid yellow, Fig. 6(a)] exhibits
a sharp plasmon peak around 620 eV. The dashed lines have been
obtained by convolving the yellow curve with Gaussian model instru-
ment functions of different widths r. Evidently, the main effect of the
convolution is a substantial broadening of the sharp features in the
original DSF, which becomes more pronounced with increasing r.
Indeed, the convolved intensity appears to consist of a single broad
elastic peak for r ¼ xp ¼ 16:67 eV, and no trace of the plasmon
peaks can be recognized with the naked eye. In Fig. 6(b), we show the
corresponding results for the two-sided Laplace transform of the
intensity. As usual, the solid yellow line corresponds to the exact
Fðq; sÞ ¼ L½Sðq;xÞ�, with a minimum about s1=2 (vertical line). In
addition, the dashed curves show results for the Laplace transform of
the convolved curves L½Iðq;xÞ� for different r. Evidently, the mini-
mum in the Laplace transforms shifts to smaller s with increasing
width of the instrument function. In other words, the broadening
from the convolution makes the extracted temperatures too large.25

Given accurate knowledge of the instrument function RðxÞ, it might
seem natural to attempt an explicit deconvolution of Eq. (10) to
reconstruct the original DSF Sðq;xÞ. This, in turn, would allow
one to subsequently obtain Fðq; sÞ ¼ L½Sðq;xÞ� and, thus, to
extract the temperature from the location of the unbiased mini-
mum. In practice, such a deconvolution is notoriously unstable
with respect to the noise in the input data, which usually prevents
the explicit extraction of Sðq;xÞ. Yet, this obstacle is completely
circumvented within the ITCFT methodology due to the convolu-
tion theorem in Eq. (20). Particularly, the instrument function and
the DSF can be separated in a straightforward way in the Laplace
domain. Consequently, we can completely remove the impact of
the artificial broadening by dividing the dashed curves by the
Laplace transform of the instrument function L½RðxÞ�, which gives
the original solid yellow curve in all cases.

For a Gaussian probe function of width r and centered around
x¼ 0, RrðxÞ, the two-sided Laplace transform can be carried out
analytically,

L RrðxÞ½ � ¼ er
2s2=2 : (28)

The results are shown as the dashed lines in Fig. 7 for the same values
of r as in Fig. 6. The vertical dotted yellow line indicates s1=2 for
T ¼ 12:53 eV, i.e., H¼ 1 at rs¼ 2, and has been included as a refer-
ence. For the most narrow instrument function with r ¼ 1:67 eV, Eq.
(28) attains a nearly constant value of one over the entire relevant s-
range. Consequently, the impact of the instrument function on
L½Iðq;xÞ� is small, and the dashed blue line in Fig. 6(b) is very close

to the exact result for Fðq; sÞ ¼ L½Sðq;xÞ�. With increasing r,
L½RðxÞ� starts to increasingly deviate from unity, which manifests as a
shift of the minimum in L½Iðq;xÞ� toward smaller values of s.

In addition, we find that the particular value of x for which
convergence is reached strongly increases with the width of the
instrument function RrðxÞ. In other words, the integral bound-
aries for which the exact convolution theorem Eq. (20) is recovered
scale with r.

A further interesting point of this analysis is the required
accuracy of the intensity needed to extract the exact value of s1=2
and, thus, the temperature. For example, at r ¼ 3:33 eV, conver-
gence is reached around x ¼ 25 eV. In this case, the intensity [see
Fig. 6(a)] at x ¼ �25 eV is reduced by a single order of magnitude
compared to the size of the plasmon peak at x ¼ 20 eV. Resolving
the inelastic intensity over such a range in a scattering experiment
is feasible in modern laser facilities.47–49 For the broadest instru-
ment function with r ¼ 16:67 eV, the extracted temperature con-
verges around x ¼ 75 eV. Yet, here, the convolved intensity
has already decayed by more than three orders of magnitude
and, therefore, will be difficult to resolve in an actual experiment.
This clearly illustrates the importance of a narrow probe function
for the accurate and practical analysis of experimental scattering
data.

To bring the discussion of Fig. 6(c) to a close, let us consider the
dotted curves, which have been obtained by determining the mini-
mum in L½Iðq;xÞ� without the correction by L½RðxÞ�. We find that
the finite width of the instrument function then substantially influen-
ces (in fact, decreases) the extracted values of s1=2 even in the case of
the relatively narrow Gaussian with r ¼ 1:67 eV.

The bottom three rows of Fig. 6 contain the same analysis, but
for increasing values of the wave number q. We, therefore, restrict our-
selves here to a concise discussion of the main differences between the
different regimes. First, we reiterate our earlier point about the increas-
ing width of the unconvolved DSF with increasing q. This, in turn,
means that the impact of the Gaussian instrument function becomes
less pronounced for large q. Indeed, the uncorrected curves for both
r ¼ 1:67 and r ¼ 3:33 eV are within 5% of the correct temperature
in the single-particle regime [see Fig. 6(l)]. For the narrowest instru-
ment function, this even holds at the Fermi wave number q ¼ qF [see
Fig. 6(i)]. As a second observation, we find that the convergence of the
extracted temperature with the integration boundary x is shifted to
somewhat larger frequencies. This is completely unproblematic for
r 2 1:67; 3:33; 6:67½ � eV, as the width of the actual intensity
increases similarly. Therefore, the intensity does not have to be
resolved over substantially more than one order of magnitude. For
r ¼ 16:67 eV, on the other hand, reaching convergence in practice
will be difficult.

We further illustrate the impact of the instrument function on
the two-sided Laplace transform of the intensity by showing both
Iðq;xÞe�sx (dashed) and Sðq;xÞe�sx (solid) for q ¼ qF in Fig. 8 for
three relevant values of the imaginary-time s. The green curves have
been obtained for s¼ 0 and, thus, show the original intensity and
DSF. The red curves correspond to s1=2, where Fðq; sÞ attains its mini-
mum. In this case, the contribution to L½Sðq;xÞ� is symmetric around
x¼ 0, whereas the convolution with RðxÞ noticeably skews the corre-
sponding curve to lower frequencies. This trend is even more pro-
nounced for s ¼ �hb (blue curves), where Sðq;xÞe�sx is equal to the
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FIG. 6. Temperature extraction from synthetic UEG data for the convolved intensity Iðq;xÞ ¼ Sðq;xÞ~RðxÞ [Eq. (10)] at rs¼ 2 and H¼ 1 (T ¼ 12:53 eV). Left column
[(a), (d), (g), (j)]: original DSF (solid yellow), and intensities obtain from convolutions with Gaussian RðxÞ with different widths r (dashed lines). Middle column [(b), (e), (h),
(k)]: corresponding two-sided Laplace transforms of original (yellow) DSF and the convolved curves without the correction by L½RðxÞ�. Right column [(c), (f), (i), (l)]: conver-
gence of the temperature-extraction from the truncated Laplace transform Lx ½Iðq;xÞ�, Eq. (22), with respect to the integration boundary x. The dashed (dotted) curves have
been obtained with (without) the correction due to RðxÞ, and the shaded gray areas indicate a 5% interval around the exact (yellow) temperature.
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solid green curve mirrored around x¼ 0, whereas this clearly does
not hold for the corresponding dashed curve.

We conclude this section with a more systematic analysis of the
impact of the width of the instrument function r on the extraction of
the temperature, which is shown in Fig. 9. We plot the obtained values
of b ¼ 1=kBT as a function of r for the four wave numbers considered
in Fig. 6. The squares show the values where we have corrected for the
impact of L½RðxÞ�, and we find a perfect agreement with the exact
temperature for all combinations of r and q. The crosses show the
extracted raw temperatures without this correction. Overall, all four
curves exhibit the same qualitative trend: the error in the uncorrected
temperature monotonically decreases with decreasing r, as is expected.
Moreover, the curves are strictly ordered with q, as large wave num-
bers correspond to broader DSFs, for which the impact of the convolu-
tion is less pronounced. The shaded gray area shows an interval of
65% around the exact inverse temperature, which can be reached
without the correction either for a very narrow instrument function or
in the single-particle regime (a � 1). This directly implies that large
scattering angles as they can be realized in backscattering experiments
make the method more robust against possible uncertainties in the
characterization of the instrument function RðxÞ.

C. Different temperatures

In Sec. IIIC, we analyzed in detail the impact of the wave number
and the width of the instrument function on the extracted temperature
from a convolved scattering intensity signal. In Fig. 10, we extend these
considerations by analyzing different values of the temperature H.

FIG. 7. Two-sided Laplace transform of the Gaussian instrument function RrðxÞ,
see Eq. (28), for different relevant values of the width r. The dotted yellow vertical
line indicates s1=2 ¼ �hb=2 for T ¼ 12:53 eV, cf. Fig. 6, and has been included as
a reference.

FIG. 8. Contribution to the two-sided Laplace transform L½Sðq;xÞ� (solid) and
L½Iðq;xÞ� (dashed) as a function of the frequency x at rs¼ 2, H¼ 1
(T ¼ 12:53 eV), and q ¼ qF for selected values of the imaginary-time s.

FIG. 9. Temperature extraction at rs¼ 2 and H¼ 1 (T ¼ 12:53 eV) as a function
of the width r of the Gaussian instrument function for different wave numbers q.
Squares (crosses): corrected (uncorrected) for influence of L½RðxÞ�. Horizontal
yellow: exact inverse temperature. Shaded gray area: interval of 65%, included as
a reference.
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Figure 10(a) shows results for Iðq;xÞ at rs¼ 2 and q ¼ 0:5qF for a
narrow instrument function with r ¼ 1:67 eV. A comparison with the
corresponding deconvolved results for the DSF (see Fig. 5) reveals the
substantial broadening of the plasmon peak, in particular at low tem-
peratures. The convergence of the extracted temperature with the inte-
gration boundary x is shown in Fig. 10(b). The curves have been
rescaled by the respective value of b to allow for a more straightfor-
ward comparison. As usual, the shaded gray area indicates an interval
of65% and has been included as a reference.

First, we find that the extracted temperature converges toward
the exact value for all values of H, as is expected; the small deviations
from one at large x are a mainly a consequence of the finite x-resolu-
tion in the synthetic data for the intensity, and the finite s-resolution
in our numerical implementation. While the latter can be increased if
necessary, the former is determined by the resolution of the employed

detector in an experiment. In practice, the attained accuracy from the
ITCFT method is limited not by this discretization error but by the
experimental noise, cf. Sec. IV.

The values of x for which convergence is reached appear to be
nearly independent of H. The accurate extraction of the tempera-
ture is thus substantially more challenging at low temperatures,
where the scattering intensity at negative frequencies can be orders
of magnitude smaller than in the positive x range. For example, the
negative plasmon is reduced by three orders of magnitude at
H ¼ 0:25, whereas it is not even reduced by a full order of magni-
tude for H¼ 1. From a practical perspective, this means that the
accurate measurement of the intensity at x < 0 is of prime impor-
tance and decisively determines the quality of the extracted temper-
ature for H � 1, as x > 0 and x < 0 equally contribute to
Fðq; s1=2 ¼ �hb=2Þ, cf. Fig. 8.

FIG. 10. Influence of the temperature parameter H (with TF ¼ 12:53 eV) on the extraction of the temperature at rs¼ 2 and q ¼ 0:5qF. Top (bottom) row: width of the instru-
ment function r ¼ 1:67 eV (r ¼ 6:67 eV). Left [(a) and (c)]: convolved scattering intensity. Right [(b) and (d)]: convergence of the extracted inverse temperature with the inte-
gration boundary x, rescaled by the corresponding exact value of b. The shaded gray area indicates an interval of65% and has been included as a reference.
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The bottom row of Fig. 10 shows the same analysis for a broader
instrument function with r ¼ 6:67 eV. Overall, the conclusions are
similar to the previous case, although we do find a more pronounced
dependence of the convergence with x on H. Still, the importance of
the negative frequency range remains the same.

An interesting insight on which we close the current discussion
can be made by analyzing the effect of the temperature parameter on
the convolved intensity in the single-particle regime. The correspond-
ing results are shown in Fig. 11 for a narrow probe function with
r ¼ 1:67 eV. The main difference regarding the extraction of the tem-
perature compared to the smaller wave number shown in Fig. 10 is
that we had to use the relation Eq. (27) atH ¼ 0:25, as the minimum
in Fðq; sÞ is extremely shallow. Still, we resolve the correct tempera-
ture for all temperatures, and the effect of H on the value of x for
which the convergence is reached is small. From this, one may con-
clude that the ITCFT technique does notmerely amount to an alterna-
tive take on the use of detailed balance, as has already been extensively
used elsewhere in the literature, since it remains viable across all
regimes of the scattering (collectivity) parameter. In contrast, the
method of temperature extraction via detailed balance as undertaken
elsewhere is restricted in practice to the collective scattering regime
where its manifestation on the relative amplitudes of the red- and
blue-shifted plasmons can clearly be discerned in experimental data.

IV. ERROR ANALYSIS AND THE ROLE
OF EXPERIMENTAL NOISE

In a real scattering experiment, the measured intensity I exp ðq;xÞ
is always afflicted with some form of random noise DIðq;xÞ, such
that

I exp ðq;xÞ ¼ Iðq;xÞ þ DIðq;xÞ; (29)

with Iðq;xÞ being the true convolution of Sðq;xÞ and the instrument
function RðxÞ. Throughout this analysis, we will assume perfect
knowledge of the latter; the role of uncertainty in the instrument

function will be investigated in more detail in a separate publication.
In the following, we will systematically investigate the impact of the
noise on the symmetrically truncated Laplace transform of the experi-
mental scattering signal, which is given by

Lx I exp ðq;xÞ

 �

¼ Lx Iðq;xÞ þ DIðq;xÞ½ �

¼ Lx Iðq;xÞ½ � þ Lx DIðq;xÞ½ �: (30)

In a counting-based scattering experiment, the error distribution is
given by86

DIðq;xÞ ¼ nrDðxÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Iðq;xÞ
p

; (31)

where nrDðxÞ is a Gaussian random variable (centered around zero)
with a variance rD. We note that Eq. (31) constitutes an idealized
model and breaks down in practice when the effect of a background
subtraction becomes noticeable, i.e., at large values of jxj.

Equations (30) and (31) imply that it is sufficient to analyze the
symmetrically truncated Laplace transform of the product of Gaussian
random noise of unit variance with the square root of the actual inten-
sity, Lx½n1ðxÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Iðq;xÞ
p

�, as any particular noise level rD can simply
be included as a pre-factor,

Lx I exp ðq;xÞ

 �

¼ Lx Iðq;xÞ½ � þ rDLx n1ðxÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Iðq;xÞ
p

h i

: (32)

In Fig. 12, we analyze how much Gaussian random noise of unit
variance contributes to the two-sided Laplace transform as a function
of the frequency x for the synthetic UEG model at conditions charac-
terized by rs¼ 2,H¼ 1, and with a wave number of q ¼ qF, convolved
with a Gaussian probe function of width r ¼ 3:33 eV; the shaded gray
area depicts the corresponding 1rD interval determined by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Iðq;xÞ
p

.
Figure 12(a) was obtained for s¼ 0, where most contributions are due
to the positive frequency range. Conversely, Fig. 12(b) corresponds to
s ¼ �hb=2 ¼ s1=2, i.e., the location of the minimum in L½Sðq;xÞ�. In
this case, the contribution of the noise to the Laplace transform of the

FIG. 11. Influence of the temperature parameter H (with TF ¼ 12:53 eV) on the extraction of the temperature at rs¼ 2 and q ¼ 3qF with the width of the instrument function
r ¼ 1:67 eV. (a) Convolved scattering intensity. (b) Convergence of the extracted inverse temperature with the integration boundary x, rescaled by the corresponding exact
value of b. The shaded gray area indicates an interval of65% and has been included as a reference.
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intensity looks nearly identical to Fig. 12(a) but mirrored at the y-axis.
Finally, Fig. 12(c) shows the same information for s ¼ �hb. In this case,
the noise in the negative frequency range is substantially increased
compared to the previous two cases. In practice, it can, thus, be
expected that we can resolve Fðq; sÞ with higher accuracy in the range
of 0 � s � s1=2 compared to s > s1=2.

To illustrate the remarkable robustness of ITCFT with respect to
noise in the experimental data, we perturb synthetic intensities with a
series of realistic noise of different pre-factors rD in Fig. 13. The top
row was obtained for rD ¼ 0:01, and the intensity itself is shown in
Fig. 13(a), with the green and red curves showing the perturbed and
exact data, respectively. The extraction of the (inverse) temperature
from the location of the minimum in Fðq; sÞ is shown in Fig. 13(b),
where the shaded gray area indicates an interval of 65% around the
exact value. The solid black line shows the usual convergence with
respect to the integration boundary x of the exact intensity, and the
dashed blue and green curves have been obtained using two indepen-
dent sets of random noise. Clearly, both curves attain the correct
inverse temperature in the limit of large x despite the perturbation.

An additional question of high practical importance is whether it
is possible to quantify the uncertainty in the extracted temperature
when the noisy experimental data for the intensity is taken as the only
input. This requires the reconstruction of the variance rD of the
Gaussian noise in Eq. (30), which can be reliably accomplished in the
following way. First, we compute a smoothed intensity Ismoothðq;xÞ
by averaging the experimental signal over a number of adjacent fre-
quency points. The precise number of frequencies and the particular
values of the weights are of minor importance for this idea. Then, we
compute a set of corresponding noise according to

DI exp ðq;xÞ ¼ I exp ðq;xÞ � Ismoothðq;xÞ : (33)

Initially, we obtain the reconstructed Gaussian noise variable nrDðxÞ
as

nrDðxÞ ¼
DI exp ðq;xÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ismoothðq;xÞ
p : (34)

In Fig. 14, we show a histogram of the, thus, reconstructed noise
(red bars), which is in excellent agreement with the true distribution
rD ¼ 0:05 (depicted in the center row of Fig. 13). In practice, one can
then obtain the reconstructed rD either from a Gaussian fit of the his-
togram or by evaluating

rD ¼
1

M

X

M�1

i¼0

n2rDðxiÞ

 !1=2

: (35)

To estimate the corresponding uncertainty in Fðq; sÞ and, in this way,
also in the extracted inverse temperature b, we generate a set of K
independent random noise samples from this distribution, resulting in
a set of trial functions

Fa
x ðq; sÞ ¼ Lx I exp ðq;xÞ


 �

þ Lx narDðxÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ismoothðq;xÞ
p

h i

(36)

with a ¼ 0;…;K � 1. From Eq. (36), we can directly estimate the
associated variance due to the random noise in the experimental inten-
sity both in the Laplace transform and subsequently in the extracted
temperature.

The results for this uncertainty in b (given as the 2r-interval) are
included in Fig. 13 as the shaded red and green areas, which, indeed,
give a real measure for the fluctuation around the exact curve. The cor-
responding results for the Laplace transform Fðq; sÞ are shown in Fig.
13(c), where the solid yellow curve shows the exact result. The dashed
black curve has been obtained by taking as input the perturbed data

FIG. 12. Frequency-resolved contribution to the Laplace transform of Gaussian ran-
dom noise of unit variance Lx ½n1ðxÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Iðq;xÞ
p

�, see Eq. (32), for a synthetic inten-
sity from the UEG with rs¼ 2, H¼ 1 (T ¼ 12:53 eV), and q ¼ qF convolved with
a Gaussian instrument function of width r ¼ 3:33 eV. (a) s¼ 0, (b) s ¼ �hb=2, and
(c) s ¼ �hb. The shaded gray area depicts the corresponding 1rD interval that is
defined by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Iðq;xÞ
p

.
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and is close to the former, although a small yet significant deviation is
observed. The associated uncertainty in Fðq; sÞ computed from Eq.
(36) has been included as the shaded gray area and nicely fits the
observed difference.

In the center row of Fig. 13, we repeat this analysis for a larger
magnitude of the random noise, rD ¼ 0:05. Evidently, the larger noise
level is directly propagated into larger fluctuations in the extraction of

the temperature shown in Fig. 13(e). At the same time, we stress that (1)
the error bars from Eq. (36) capture these fluctuations very well, and (2)
that the extracted temperature is accurate to�2% despite the substantial
noise level in the input data. The imaginary-time intermediate scattering
function depicted in Fig. 13(f) exhibits similar behavior.

Finally, we consider an even higher noise level in rD ¼ 0:1
shown in the bottom row of Fig. 13. Still, the extracted temperatures

FIG. 13. Temperature extraction of noisy input data for the intensity of a UEG at rs¼ 2, H¼ 1 (T ¼ 12:53 eV), and q ¼ qF convolved with a Gaussian instrument function of
width r ¼ 3:33 eV. Left [(a), (d), (g)]: exact (red) and perturbed (green) intensity; center [(b), (e), (h)]: extraction of the temperature with respect to the integration boundary x,
with the shaded gray area indicated an interval of 65% included as a reference; right [(c), (f), (i)]: Laplace transform Fðq; sÞ with corresponding uncertainty obtained from Eq.
(36). Top: rD ¼ 0:01, center: rD ¼ 0:05, bottom: rD ¼ 0:1.
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remain within �4% of the exact result, and our estimated uncertainty
measures are accurate both for b and Fðq; sÞ.

V. APPLICATION OF ITCFT TO ANALYSIS
OF EXPERIMENTAL SCATTERING DATA

In Secs. III and IV, we have demonstrated the capability of our
new approach for extracting the exact temperature from a scattering
intensity signal in different situations. Moreover, we have shown that
our method is highly robust with respect to noisy input data and have
introduced a framework for the empirical quantification of the associ-
ated uncertainty both in the temperature and in the imaginary-time
intermediate scattering function Fðq; sÞ. In the following, we turn our
attention to actual experimentally measured data and reanalyze (1) an
experiment on warm dense graphite by Kraus et al.18 and (2) the pio-
neering investigation of plasmons in warm dense beryllium by
Glenzer et al.26

A. Graphite

In Fig. 15, we show our new analysis of the XRTS signal on iso-
chorically heated graphite by Kraus et al.18 In the left column, we
show the measured intensity as the green curve, where accurate data
are available over three orders of magnitude. Interestingly, the main
source of uncertainty in this experiment is due to the somewhat
unclear shape of the instrument function RðxÞ. Two plausible possi-
bilities are shown as the blue curves in Figs. 15(a) and 15(d).

From a practical perspective, it is very useful to start the investi-
gation of the experimental dataset by analyzing the distribution of the
noise. In Fig. 16(a), we show the corresponding results for Eq. (34) as
the red circles, where we have used a smoothening kernel taking into
account the nearest five (62) frequency bins for each value of x for
the evaluation of Eq. (33). Evidently, the deviations fluctuate around

the origin, and the overall amplitude of nrDðxÞ appears to be approxi-
mately constant over the entire x range. This is a nice empirical vali-
dation of the functional form in Eq. (31). For completeness, we note
that the elastic feature itself has been omitted from this analysis, as
appropriately taking into account the comparably large curvature of
Iðq;xÞ in this region would require a separate, adaptive smoothing
procedure; this is not needed for accurate quantification of the noise
level. In Fig. 15(b), we show the corresponding histogram as the red
bars, which can be well reproduced by a Gaussian fit (green curve).
Both the fit and the direct evaluation of Eq. (35) give a variance of
rD � 10�2, which is used to quantify the uncertainty of both the tem-
perature and Fðq; sÞ in the following.

Returning to Figs. 15(b) and 15(d), we find that convergence
with the integration boundary x starts around x ¼ 125 eV. We note
that going beyond x ¼ 140 eV does not make sense in practice, as the
experimentally measured intensity vanishes within the given noise
level for x� � 140 eV. From these panels, we can clearly see that
using either the narrow or the broad instrument function (which we
truncate at x ¼ 90 eV as the constant asymptotes given in the original
Ref. 18 are plainly unphysical and would lead to a diverging Laplace
transform L½RðxÞ�) has a substantial impact on the extracted temper-
ature. Consequently, we gave our final estimate as T ¼ 1862 eV in
our previous investigation.25 At the same time, we stress that the
resulting uncertainty due to the somewhat unknown RðxÞ is consider-
ably smaller than in the original; Ref. 18, where the applied Chihara fit
gave T ¼ 21 eV with an uncertainty of�50%.

Finally, we show our estimates for Fxðq; sÞ � Fðq; sÞ for a con-
verged integration boundary of x ¼ 126:8 eV in the right column of
Fig. 15. In particular, the solid green curves show our direct evaluation
of Eq. (23), and the shaded gray area indicates the corresponding
uncertainty interval. In addition, we also mirror this function around
s1=2 (which is estimated from the minimum in the green curve), i.e.,
Fðq; �hb� sÞ, and the results are shown as the dashed red curve, with
the shaded red area indicating the correspondingly mirrored uncer-
tainty interval. Evidently, our extracted results for Fðq; sÞ are fairly
symmetric within the given uncertainty range for both instrument
functions, although the degree of asymmetry [i.e., the difference
between Fðq; sÞ and Fðq; �hb� sÞ] is somewhat smaller for the nar-
rower instrument function (top). Finally, the dotted blue curves show
the two-sided Laplace transformation of the respective RðxÞ. Clearly,
the impact of the latter is more pronounced for the broader instru-
ment function, as expected.

In conclusion, our present analysis agrees with the less well-
controlled Chihara model-based analysis in the original Ref. 18 and
highlights the importance of accurate characterization of the instru-
ment function in future scattering experiments.

B. Beryllium

The second experimental dataset that we reanalyze in the present
work is the scattering experiment focusing on the plasmons in warm
dense beryllium shown in Fig. 17. Panel (a) shows the experimentally
measured XRTS intensity as the green curve, which is clearly afflicted
with a much larger noise level compared to the graphite data that we
have considered previously. The corresponding reconstruction of the
error distribution is shown in Fig. 18, where we find again good agree-
ment with the functional form of Eq. (31); the few outliers for x < 0
are possibly an artifact from a nearly vanishing intensity signal for

FIG. 14. Red: Reconstructed noise, Eq. (34); green: utilized normal distribution of
random noise that has been used to perturb the data in Fig. 13 with rD ¼ 0:05.
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FIG. 16. Error analysis of graphite data by Kraus et al.18 shown in Fig. 15. (a) Rescaled deviation between data and smoothened function and (b) corresponding histogram.

FIG. 15. Analysis of the graphite data collected by Kraus et al.18 for two possible instrument functions (top and bottom row). Left [(a) and (d)]: experimental XRTS intensity
(green) and instrument function (blue); center [(b) and (e)]: extraction of the temperature with respect to the integration boundary x; right [(c) and (f)]: Fxðq; sÞ for
x ¼ 126:8 eV.
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some x, leading to increased values for DIðq;xÞ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Iðq;xÞ
p

or due to
the approximate nature of Eq. (31). We have used the same smoothen-
ing kernel to evaluate Eq. (33) as for Fig. 16. Figure 18 shows the corre-
sponding histogram of nrDðxÞ as the red bars, which is accurately
reproduced by a Gaussian fit with a variance of rD ¼ 0:21 (green
curve). Note that we omit the outliers with an intensity below an
empirical threshold of Imin ¼ 104.

The reconstructed distribution of the random noise is again used
to empirically quantify the uncertainty. In Fig. 17(b), we show the con-
vergence of the extracted (inverse) temperature with the integration
boundary x, and the shaded gray uncertainty interval very plausibly
fits the observed noise in the green curve. As a final result, we obtain
a temperature of T ¼ 14:86 2 eV. This is close to the value of
T ¼ 12 eV given in the original Ref. 26, which was obtained from an
approximate Mermin model.87 In the context of the present work, the
main point of Fig. 17(b) is the remarkable robustness of our methodol-
ogy even with respect to the considerable noise level in experimental

data. Finally, we show our extracted imaginary-time intermediate scat-
tering function in Fig. 17(c). Evidently, the direct evaluation of Eq.
(23) (solid green) is in nearly perfect agreement with the mirrored
curve (dashed red) over the entire s-range despite the given uncer-
tainty range (shaded areas).

VI. SUMMARY AND OUTOOK

In this work, we have given a detailed introduction to our new,
model-free methodology for extracting the temperature of arbitrary
complex materials from XRTS measurements,25 referred to as
imaginary-time correlation function thermometry (ITCFT). In partic-
ular, we have presented an extensive analysis of synthetic scattering
spectra over a wide range of wave numbers and temperatures.
Evidently, the method works exceptionally well covering the range
from the collective to the single-particle regimes. In addition, we have
studied the impact of the width of the instrument function, which
decisively determines the minimum temperature that can be extracted

FIG. 17. Temperature analysis of beryllium data by Glenzer et al.26 (a) Experimental XRTS intensity (green) and instrument function (blue); (b) extraction of the temperature
with respect to the integration boundary x; (c) Fxðq; sÞ for x ¼ 40 eV.

FIG. 18. Error analysis of beryllium data by Glenzer et al.26 shown in Fig. 17. (a) Rescaled deviation between data and smoothened function and (b) corresponding histogram.
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from a corresponding XRTS signal. Naturally, these findings have
direct implications for the design of future experimental XRTS setups.

Furthermore, we have introduced an empirical framework for
quantifying the impact of experimental noise both on the extracted
temperature and on Fðq; sÞ itself. In practice, the method is well-
behaved and highly robust even against substantial noise levels. As a
practical demonstration, we have reanalyzed the XRTS experiments by
Kraus et al.18 and Glenzer et al.26

On the strength of the analysis presented throughout this paper,
we believe that our new ITCFT technique will have a considerable
impact on a gamut of applications related to the study of WDM,
including the highly active fields of inertial confinement fusion9,10 and
laboratory astrophysics.88 On the one hand, we note that our method
is particularly suited for modern x-ray free electron laser facilities with
a high repetition rate such as LCLS,48 SACLA,49 and the European
XFEL.47,89 Specifically, its negligible computational cost will open up
unprecedented possibilities for the on-the-fly interpretation of XRTS
experiments. On the other hand, the robustness with respect to noise
makes our approach also the method of choice for less advanced laser
diagnostics at other facilities such as NIF.90

Future developments might include a more rigorous analysis on
the impact potential uncertainties in the characterization of the instru-
ment function have on the extracted temperature. Similarly, possible
effects of the background subtraction need to be investigated.
Extending our framework to take into account the spatial inhomoge-
neity of a sample such as the fuel capsule in an ICF experiment41,54

seems promising. Finally, we note that Fðq; sÞ contains the same
information as Sðq;xÞ and, therefore, can be used to extract physical
information beyond the temperature such as quasi-particle excitation
energies or even more complicated phenomena such as the roton fea-
ture32 in the strongly coupled electron liquid.28
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APPENDIX A: THE ROLE OF THE GENERALIZED

SCATTERING CROSS SECTION IN XRTS EXPERIMENTS

As discussed in Sec. II B 1, the form of the scattered power
spectrum depends on the differential Thomson cross section
@~r=@XjT. In this expression, the cross section is given a tilde sym-
bol to mark it as a so-called “generalized” cross section. A fact that
appears to seldom be addressed in the broader XRTS literature is
that there is a subtle distinction between the foregoing expression
and that which arises from the Klein–Nishina formula describing
the cross section for Compton scattering of a photon from a single,
isolated electron. This subject has been discussed extensively and
from the perspective of a rigorous quantum-statistical framework
by Crowley and Gregori.37 We mention it here only to further
emphasize their conclusion.

Crowley and Gregori summarize that the form of the cross sec-
tion appropriate to characterize a scattering experiment crucially
depends on the mechanism of how the spectrum is recorded, i.e.,
using either a “quantum” or “classical” detector. Specifically, a
quantum detector is sensitive to the number of individual photons,
whereas a classical detector is the one that cares only about the total
energy incident upon it (per spectral channel). The crucial differ-
ence is that the cross section for scattering from electrons from the
perspective of a classical detector introduces an additional factor of
xs=x0, since the energy in a particular spectral channel is propor-
tional to its frequency. The two cross sections are related by

dR ¼
xs

x0
dr ; (A1)

where r is the quantum cross section and R is its classical counter-
part. The generalized cross section to be used in Eq. (4) is then

@~r

@X

�

�

�

�

T

¼
xs

x0

� �n

r2e Gðh;/Þ : (A2)

Here, re is the classical electron radius, and the geometrical term
Gðh;/Þ ¼ ðê0 
 êsÞ

2 gives the projection of the unit vectors for the
incident and scattered x-ray polarizations.17 The quantum case
(~r ! r) corresponds to n¼ 1 and the classical case (~r ! R) to
n¼ 2. Accordingly, for spectra that span a large dynamic range, a
classical detector will observe a marginally different shape to the
scattered power spectrum due to this additional factor, which, in
the most general case, can distort the results inferred from forward
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modeling. Since most major facilities at which XRTS is currently
deployed utilize detectors which record only the magnitude of the
scattered intensity per pixel, we assume throughout this work that
n¼ 2. Fortunately, this consideration can mostly be ignored for
high-energy x-ray probes (see Appendix B), such as those produced
by the new generation of XFEL facilities.

APPENDIX B: DERIVING THE APPROXIMATE FORM

OF THEWAVE NUMBER SHIFT

It is well known that the evaluation of the dynamic properties
of matter in which the particle distribution functions are isotropic
in momentum space requires only the magnitude of the momentum
shift variable q ¼ jqj. In the context of XRTS, momentum conserva-
tion within the scattering process gives the shift in the wave vector
as q ¼ q0 � qs. The magnitude then immediately follows from
application of the cosine formula,

jqj � qðq0; qs; hÞ ¼ q20 þ q2s � 2q0qs cos h
� �1=2

; (B1)

in which h ¼ /ðq0; qsÞ is the scattering angle defined in Fig. 1. In
the case where electromagnetic dispersion can be ignored, i.e., for
target electron densities far below the critical density
ne � ncritðxÞ ¼ e0mex

2=e2, one may write the relationship
between frequency and wave number as x ¼ cq, such that Eq. (B1)
becomes

qðx0;x; hÞ ¼
x0

c
1þ ~x2 � 2~x cos hð Þ1=2 ; (B2)

where ~x ¼ xs=x0. From the consummate energy conservation,
x ¼ x0 � xs, one has ~x ¼ ð1� x=x0Þ. For XRTS, the energy of
the probe, E0 ¼ �hx0, is sufficiently high that the spectral features of
the scattered spectrum occupy a dynamic range that strongly fulfills
the condition jxj=x0 � 1 and, thus, we have both ~x � 1 and

qðx0;x; hÞ �
x0

c
2ð1� cos hÞ½ �1=2 ¼

x0

c
4 sin2ðh=2Þ

 �1=2

¼
2x0

c
sin ðh=2Þ � qapproxðx0; hÞ ;

(B3)

which is the well-known approximate form used throughout the
analysis of XRTS experiments. The fact that this relationship is only
approximate and is not appropriate for all scattering experiments is
well known in the optical Thomson scattering (OTS) community; it
is essential to account for the change in q across the spectral range
in order to capture the change in the Landau damping rate on the
red- and blue-shifted plasmon resonances,91 which strongly influ-
ence forward data fitting results. On the contrary, this is seldom dis-
cussed in the context of XRTS data analysis.

Note also that the other dynamic term in the definition of the
scattered power spectrum Eq. (6) can, and, indeed, should, be similarly
approximated as unity. These consistent simplifications allow the usage
of the spectral two-sided Laplace transform of the reduced intensity
Iðq;xÞ at constant q and further enable the latter to be robustly taken
to be interpreted as the convolution defined in Eq. (10).

The restriction that the approximate form of q must be well-
fulfilled in order to properly use the Laplace transform indicates
that further work must be undertaken in order to use the

temperature diagnostic described herein on systems where the full
expression is required, such as OTS experiments.

APPENDIX C: INVARIANCE OF THE TWO-SIDED

LAPLACE TRANSFORMWITH RESPECT

TO A FREQUENCY SHIFT x0

The combined source and instrument function of an XRTS
experiment has a global maximum around an energy shift x0,
which is either determined by the XFEL energy17 or a backlighter
emission spectrum.51 Similarly, the measured intensity, too, will be
centered around the same x0. In practice, it might, however, not be
easily possible to unambiguously resolve x0, e.g., due to the inevita-
ble experimental noise. Here, we briefly demonstrate that the
extracted ITCF Fðq; sÞ is, in fact, invariant with respect to x0. Let
�RðxÞ ¼ Rðx� x0Þ denotes a shifted source and instrument func-
tion that is centered around x¼ 0, and �IðxÞ the equally shifted
intensity; the dynamic structure factor SðxÞ is always centered
around x¼ 0, and the wave number q is dropped from the follow-
ing considerations for simplicity.

The two-sided Laplace transform of �RðxÞ is given by

L �RðxÞ

 �

¼

ð1

�1

dx e�sx�RðxÞ

¼

ð1

�1

dx e�sðx�x0ÞRðxÞ

¼ ex0sL RðxÞ½ � ; (C1)

where the second line has been obtained by inserting RðxÞ and
shifting the integration variable by x ! x� x0. Similarly, we find
for the convolved XRTS intensity

LðxÞ � L �RðxÞ~SðxÞ

 �

¼

ð1

�1

dx e�sx

ð1

�1

dX SðXÞ�Rðx� XÞ

¼

ð1

�1

dX SðXÞ

ð1

�1

dx e�sðx�x0ÞRðx� XÞ

¼ esx0L RðxÞ~SðxÞ½ �: (C2)

Clearly, the exponential pre-factors in the last lines of Eqs. (C1) and
(C2) cancel when being inserted into Eq. (20), which means that
Fðq; sÞ is invariant with respect to a frequency shift by x0.

APPENDIX D: SYNTHETIC DATA FOR THE DYNAMIC

STRUCTURE FACTOR

To compute the UEG model SUEGðq;xÞ for the synthetic data
[cf. Eq. (25)], we utilize the dynamic linear density response
function,52,92

vUEGðq;xÞ ¼
v0ðq;xÞ

1� VeeðqÞ 1� Gðq;xÞ½ �v0ðq;xÞ
; (D1)

with VeeðqÞ ¼ e2=�0q
2 (¼ 4p=q2 in HAU) denoting the Fourier

transform of the bare electron–electron Coulomb interaction and
v0ðq;xÞ being the dynamic density–density response function of a
uniform ideal Fermi gas (often called the Lindhard response
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function). The dynamic local field correction Gðq;xÞ then contains
the complete information about electronic exchange–correlation
effects, setting Gðq;xÞ � 0 in Eq. (D1) leads to a description of the
density response on a mean-field level, which is commonly referred
to as the random phase approximation. The connection between
vðq;xÞ and the DSF is given by the fluctuation–dissipation
theorem:

SUEGðq;xÞ ¼
�h

pne

ImfvUEGðq;xÞg

1� e�b�hx
: (D2)

While the full Gðq;xÞ is generally unknown, it has recently been
reported75,76 that the dependence of the local field correction on the
frequency x can be neglected at metallic densities Gðq;xÞ
� Gðq; 0Þ; this is certainly true for the value of rs¼ 2 considered in
the present work.

In practice, we use the neural-net representation of the static
local field correction Gðq; 0; rs;HÞ from Ref. 80 (see Ref. 109 therein
for a link to the corresponding repository) to obtain the synthetic
UEG results via Eqs. (D1) and (D2).
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