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The Nevarro target has been successfully shot on First Light Fusion's large gas gun, resulting
in detection of fusion neutrons. This report presents an overview of the neutron diagnostics from
hydrodynamic simulation of the experiment, which resulted in a yield prediction of 39 neutrons,
with lower and upper bounds of 19 and 43 neutrons respectively. In-depth probing of the burn
weighted average (BWA) quantities of the plasma reveals that in the �nest resolution simulation,
neutrons are emitted from a region of plasma with average density 2500 kgm−3, ion temperature
240 eV and a volume equivalent to a sphere of radius 2.2 µm. The predicted neutron yield lies within
the error bars of the experiment carried out on the BFG [1]. As the simulations do not contain any
physical processes that can produce neutrons other than through thermonuclear fusion reactions,
this is indicative that the experimentally observed neutrons are thermonuclear in origin.
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I. INTRODUCTION

A. Target Details

Nevarro is a novel uni-axially driven target developed
by FLF which has been shot on the company's largest 2-
stage light gas gun (BFG) (an explosively-driven launcher
which accelerates solid, 15 mm radius heavy-metal tipped
projectiles to velocities in excess of 6.5 km s−1), resulting
in detection of fusion neutrons [1]. As Nevarro represents
an important Trade Secret to the company, no further
details of the target are provided at this time.

B. Hydrodynamics Code and Models

The present work is undertaken using 2D simulations
carried out in B2, a 3D magneto-hydrodynamics code
developed at FLF. Within the code, the hydrodynam-
ics equations are solved on an Eulerian grid using a
Lagrangian-remap technique in tandem with a volume-
of-�uid [2] interface tracking algorithm. Also included is
subcycled two-temperature thermal conduction and sup-
port for either analytic or tabulated models for material
equations of state (EoS), plasma microphysics and fusion
reactivity.
For the simulations in this report, material EoS tables

were provided by the FEOS package [3], an extension
of the QEOS model [4], with ionisation tables provided
by the Thomas-Fermi model [5, 6]. Thermal conduc-
tivity tables for electrons and ions were generated using
the Lee-More [7] and Stanton-Murillo [8] models respec-
tively. The Lee-More model is corrected from the usual
Lorentz approximation to include electron-electron scat-
tering following the approach of Apfelbaum [9]. For the
electron-ion energy exchange rate, the f -sum rule ap-
proach [10, 11] is employed, which has been shown to
perform well compared to molecular dynamics simula-
tions [12]. Further details of the physics models and con-
�gurations available can be found in [13].

II. SIMULATION METRICS AND
TECHNIQUES

In this section, the calculation of neutron yield and use-
ful associated metrics is described. There is also a brief
summary of Richardson extrapolation and Grid Conver-
gence Index, methods used in numerical analysis to es-
timate the actual value and associated error of a given
quantity, using results from simulations at di�erent res-
olutions.

A. Calculation of Neutron Yield

The volumetric neutron production rate (neutrons per
m3 per second) for a deuterium plasma is given by:

Yrt(r, t) =
1

2
n2D〈σv〉, (1)

where nD is the number of deuterium ions per cubic me-
tre and 〈σv〉 is the reactivity for the neutron-producing
branch of the reaction, both of which in general vary in
space and time. The reactivity has been parameterised
as a function of temperature by Bosch and Hale [14], al-
lowing the reactivity to be replaced with a function which
calculates the reactivity based on an input temperature
g(T ). To obtain the total neutron yield, Equation 1 must
be integrated in space r and time t:

Y =
1

2

∫ tf

0

dt

∫
V

drnD(r, t)2g(T (r, t)). (2)

For each timestep in the hydrodynamics code, the neu-
tron yield is calculated in each cell by calculating Y (r, t)
using the cell density and temperature, and multiplying
the answer by the cell volume and timestep interval. Val-
ues in all cells are summed over all timesteps to give the
total cumulative neutron yield at the end of the simula-
tion.
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B. Burn Weighted Average (BWA) quantities

The calculation of burn weighted average (BWA) quan-
tities of the plasma provide useful zero-dimensional in-
formation about regions of the target plasma where neu-
trons are being emitted. Given a quantity X(r, t) which
varies in space r and time t, the burn weighted average
of X, 〈X〉b(t), as a function of time is given by:

〈X〉b(t) =

∫
V

Yrt(r, t)X(r, t)dr∫
V

Yrt(r, t)dr

. (3)

In this report, the BWA density and ion temperature are
chosen as metrics of interest.

C. Fusion Performance Averaged (FPA) quantities

When comparing simulations, it is often useful to ex-
tract single numbers from the time traces of the BWA
quantities. One way to accomplish this is to take the
BWA quantity at the point of maximum neutron produc-
tion rate; this is, however, vulnerable to transient events
that have a large neutron production rate but occur over
a very short time period. An alternative method is, for
each peak or `event' in neutron production, to take the
time-average of the BWA quantity over the peak, ie.

〈X〉event =
1

τevent

∫ tend

tstart

dt〈X〉b(t), (4)

where the start and end times are determined by the full
width at half maximum (FWHM) of the peak in neutron
yield and τevent is their di�erence (see [15] for discussion
and detailed explanation of how these are calculated for
simulations with multiple peaks). Average values of a
BWA quantity over each event are then converted to fu-
sion performance averaged (FPA) values by averaging all
over peaks, weighted by the total neutron yield associated
with each peak (Equation 13 in [15]); note that in this
work all simulations contain only a single peak, meaning
that the FPA values simplify to Equation 4. The FPA
value of quantity X is denoted by 〈X〉f .

D. Burn Volume

In addition to the raw neutron yield and BWA and
FPA quantities, it is also interesting to estimate the vol-
ume over which the bulk of the yield occurs at a given
time. This can be estimated from the total neutron pro-
duction rate (ie. neutrons per second) and BWA or FPA
quantities under the assumptions that:

� The yield for each timestep is dominated by regions
with density and temperature close to the BWA or
FPA values (almost certainly the case)

� The yield comes from a uniform volume at a density
and temperature equal to the BWA or FPA values
(more of an approximation)

A `BWA' or 'FPA' volumetric neutron production rate
can be determined from the BWA or FPA values though
the use of Equation 1, where the deuterium number den-
sity is calculated from the appropriate density and the re-
activity is calculated using the Bosch-Hale formulae with
the appropriate ion temperature. Taking the ratio of
the (instantaneous for BWA, averaged over the peak for
FPA) total neutron production rate with this volumetric
neutron production rate gives a burn volume, from which
a burn radius rb can be extracted under the assumption
of a spherical fuel assembly. Note that using BWA values,
which are time-dependent, gives a time-dependent burn
radius rb(t); while using FPA values, which are averaged
over time, give a time-averaged burn radius 〈rb〉f .

E. Richardson Extrapolation and Grid
Convergence Index

Richardson extrapolation [16, 17] provides a mecha-
nism for estimating the exact, `zero-resolution' value and
associated errors of a variable that is converging as resolu-
tion becomes �ner over a series of numerical simulations.
Consider a set of three hydrodynamics simulations at res-
olutions 1, 2 and 3 which give results for the variable f
of f1, f2 and f3, where 1 has the �nest resolution and
3 has the coarsest: the Richardson extrapolation zero-
resolution estimate for f , denoted f0, is given by:

f0 = f1 +
f1 − f2
rp − 1

, (5)

where r > 1 is the ratio of resolutions and p is the order
of convergence, which can be calculated using

p =

log

(
f3 − f2
f2 − f1

)
log(r)

. (6)

Under the assumption that a grid at in�nitely high reso-
lution will return the exact value of f0, the error caused
by use of �nite grid resolution can be quanti�ed using the
grid convergence index (GCI) as de�ned by Roache [18]:
this provides an estimate for the fractional error on f1.
The GCI for f evaluated on the �nest grid (which has
the value f1), is de�ned as

εGCI =
F

rp − 1

∣∣∣∣f1 − f2f2

∣∣∣∣ , (7)
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(a) Neutron production rate
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(b) Cumulative neutron yield
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(c) BWA ion temperature
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(d) BWA density

Figure 1. Simulation evolution in terms of neutron yield and BWA quantities. Neutron production rate (a);
cumulative neutron yield (b); BWA ion temperature (c) and BWA density (d) for B2 simulations with resolutions varying
from 4 µm to 0.25 µm. As the resolution is increased, the burn pulse occurs progressively earlier and with a higher peak, and
with higher peak BWA ion temperature and density. The burn width reduces to a point but appears to be converging. The
cumulative neutron yield can also been seen to be converging, when plotted on a logarithmic axis.
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where F is a safety factor. It has been found empirically
that in order to give a 95% con�dence that the true value
lies within the error bounds, F should take the value
1.25 [18, 19]. The �nal value of the variable of interest
on �nest grid is then given by

f1 ± f1εGCI. (8)

Note that this analysis considers only the uncertainty
due to grid convergence; in reality there are many other
uncertainties that are more di�cult to quantify, such
as those arising from settings in physical and numeri-
cal models within the code, and the impact of missing
physics. This has been explored further (for di�erent
simulations) through sensitivity analyses carried out at
FLF [13].

III. SIMULATION RESULTS

Nevarro was simulated using B2 at resolutions rang-
ing from 8 µm to 0.25 µm; the �nest resolution sim-
ulation produced a neutron yield of 29 neutrons with
lower and upper bounds of 19 and 43 neutrons respec-
tively; Richardson extrapolation suggests a `zero resolu-
tion' neutron yield of 39 neutrons. The yield occurs in
a plasma with an average density 2500 kgm−3, ion tem-
perature 240 eV and a volume equivalent to a sphere of
radius 2.2 µm.

A. Grid Convergence

When carrying out hydrodynamics simulations, it is
crucial to ensure that the resolution used is su�cient to
resolve all physical processes of interest. In the case of
fusion simulations, the most basic requirement is that the
cumulative neutron yield converges to a constant value,
providing a degree of con�dence in the prediction of the
simulation.
Figure 1 shows neutron production rate, cumulative

neutron yield, BWA ion temperature and BWA density
as functions of time for resolutions ranging from 4 µm to
0.25 µm (due to its low yield, the 8 µm resolution sim-
ulation was omitted). As the resolution is increased, the
burn pulse occurs progressively earlier and with a higher,
narrower peak, and with higher peak BWA ion tempera-
ture and density. The cumulative neutron yield, plotted
on a logarithmic y-axis, increases and visibly converges
with �ner resolution. The BWA ion temperature and
density both show a peak corresponding to peak neutron
output, with smooth pro�les suggesting that the neutron
yield arises from a single region in the simulation.
A further increase in resolution beyond ∼0.25 µm, in

order to better estimate the cumulative neutron yield,
is not possible due to the increasingly onerous computa-
tional requirements associated with such extreme resolu-
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(a) Cumulative neutron yield on log-log axes
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(b) Cumulative neutron yield on log-lin axes

Figure 2. Neutron yield as a function of resolution,
plotted on log-log axes (Figure 2a) and log-lin axes
(Figure 2b). The prediction from Richardson extrapola-
tion is calculated using the neutron yield and that from the
two next coarsest simulations in log space, giving a value at
oscillates around ∼ 40 neutrons. The best Richardson extrap-
olated value, between the �nest and second-�nest resolution,
is plotted using a green dashed line and has the value 39 neu-
trons

4



5

80

100

120

140

160

180

200

220

240

260

〈T
i〉 f

[e
V
]

5 1 2 5

Resolution [µm]

(a) FPA ion temperature (log-lin axes)

1200

1400

1600

1800

2000

2200

2400

2600

〈ρ
〉 f
[k
gm

−
3
]

5 1 2 5

Resolution [µm]

(b) FPA density (log-lin axes)

0

1

2

3

4

5

6

7

8

9

〈r
b
〉 f
[µ
m
]

5 1 2 5

Resolution [µm]

(c) FPA Spherical equivalent burn radius (log-lin axes)

0.0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

τ
[n
s]

5 1 2 5

Resolution [µm]

(d) Con�nement time (log-lin axes)

Figure 3. Resolution convergence of fusion performance average (FPA) quantities and con�nement time. Top
row: density, ion temperature; bottom row: burn radius, con�nement time. Density and ion temperature increase as the
resolution becomes �ner, with the FPA ion temperature clearly converging to ∼240 eV, with less clear convergence seen for the
FPA density. Burn radius decreases as the resolution becomes �ner, converging to ∼2.2 µm. The con�nement time appears to
be converging to ∼ 0.05 ns, but at the �nest resolution increases to ∼0.1 ns. This can be explained by the splitting of the peak
in neutron production rate in Figure 1a.

5



6

tion; it is possible, however, to obtain an improved an-
swer using Richardson extrapolation (�II E). Due to the
particular convergence characteristics of this simulation,
optimal results were found by carrying out the extrapo-
lation and GCI measurement using the logarithm of the
neutron yield, then converting back to neutron yield by
raising the extrapolated value and associated errors to
the power of 10.

Results for cumulative neutron yield, with Richardson
extrapolation and errors calculated using GCI, are shown
in Figure 2, with log-log axes (Figure 2a) and log-lin axes
(Figure 2b). At each resolution, the order of convergence
(Equation 6) and prediction from Richardson extrapola-
tion (Equation 5) are calculated using the neutron yield
and that from the two next coarsest simulations in log
space, meaning that for each simulation at or above 2 µm
there is a prediction of the zero-resolution neutron yield
� these are represented by the blue points on each panel
and can be seen to oscillate around ∼ 40 neutrons. For
each simulated resolution, upper and lower error bounds
are calculated using GCI (Equation 7), with an error cor-
ridor shown �lled in grey: as the simulation is converging,
this corridor narrows as the resolution increases.

The best Richardson extrapolated value, (using the
�nest resolution), is plotted using a green dashed line and
has the value 39 neutrons. The simulation with �nest res-
olution, 0.25 µm, gives a neutron yield of 29 with lower
and upper bounds calculated using the GCI of 19 and 43
neutrons respectively.

The behaviour of the key fusion metrics BWA density,
BWA ion temperature and spherical equivalent burn ra-
dius is investigated by plotting their FPA values as func-
tions of resolution as shown in Figure 3 � also plotted

is the con�nement time, which is the full width at half
maximum (FWHM) value of the peak in neutron pro-
duction rate for each resolution (ie. the FWHM value of
each peak in Figure 1a).
Density and ion temperature increase as the resolution

becomes �ner, with the FPA ion temperature clearly con-
verging to ∼240 eV, with less clear convergence seen for
the FPA density. Burn radius decreases as the resolution
becomes �ner, converging to ∼2.2 µm. The con�nement
time appears to be converging to ∼ 0.05 ns, but at the
�nest resolution increases to ∼0.1 ns. This can be ex-
plained by the splitting of the peak in neutron production
rate in Figure 1a. For the simulation at the �nest resolu-
tion, FPA values are 〈ρ〉f=2500 kgm−3, 〈Ti〉f=240 eV,
〈rb〉f=2.2 µm and a con�nement time τ = 0.1 ns.

IV. CONCLUSIONS

We have successfully simulated the Nevarro target us-
ing B2, with spatial convergence approached at a reso-
lution of 0.25 µm. The �nest resolution simulation pro-
duced a neutron yield of 29 neutrons, with lower and up-
per bounds of 19 and 43 neutrons respectively; Richard-
son extrapolation suggests a `zero resolution' neutron
yield of 39 neutrons. The yield occurs in a plasma with
an average density 2500 kgm−3, ion temperature 240 eV
and a volume equivalent to a sphere of radius 2.2 µm.
The predicted neutron yield lies within the error bars of
the experiment carried out on the BFG [1]. As the sim-
ulations do not contain any physical processes that can
produce neutrons other than through thermonuclear fu-
sion reactions, this is indicative that the experimentally
observed neutrons are thermonuclear in origin.
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